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i) STUDIES OF DENSE MATTER AND PHASE DIAGRAM OF QCD.

Source: The Facility for Antiproton and Ion Research (FAIR),GSI, Darmstadt, Germany. National Science Foundation/LIGO/Sonoma State University/A. Simonnet

LQCD ! LQCD � iµ
X

f

q̄f�
0qf

ii) REAL-TIME DYNAMICS OF MATTER, e.g., IN HEAVY ION COLLISIONS OR 
AFTER BIG BANG.
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Sign problem has hindered important physics to be explored…
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On The Need For Path Integral Contour Deformations
To Tame the Sign Problem

Neill C. Warrington1

1
Institute for Nuclear Theory, University of Washington, Seattle, WA 98195-1550

⇤

(Dated: September 1, 2020)

The sign problem appears in many problems of interest in lattice gauge theory, spanning from finite density
QCD to all real time phenomena, and currently prevents their solution. Due to this wide range of problems
a↵ected, generic tools to reduce the sign problem are useful. A unique approach to tame the sign problem
has emerged in the past several years (for a review see [1]); the purpose of this Letter is to argue for its
usefulness and the need for its further development by the community.
The approach discussed here stems from the observation that the path integral, when discretized on a

lattice, is a finite-dimensional integral. As such, it is amenable to all the theorems of multi-dimensional
complex analysis; this includes the multi-dimensional generalization of Cauchy’s integral theorem, which
states that the integral of a holomorphic function remains unchanged when the manifold of integration is
deformed, provided non-analytic points are not crossed 1. This theorem implies much freedom in the choice
integration domain of the path integral, and this freedom may be used to tame the sign problem.

Several methods for deforming the path integral have been developed and have been applied with success
to hard problems. The holomorphic gradient flow, which deforms the integration manifold smoothly by a
particular di↵erential equation, has been used to tame the sign problem in a variety of systems, including
notably (1 + 1) dimensional real-time problems [2]. The sign-optimized manifold method, which minimizes
the sign problem via gradient ascent, has rendered tractable the calculation of the phase diagram of a (2+1)D
fermionic model resembling QCD. Manifold deformations can be used to tame more than just sign problems,
too. They can be used to tame signal-to-noise problems, which plague, for example, the calculation of the
baryon mass from lattice QCD. This has been demonstrated recently in two low dimensional toy models [3].

Theoretical developments in manifold deformation techniques are needed before very challenging real-world
systems, such as finite density QCD, can be solved, however. The Jacobian associated with the holomorphic
gradient flow is expensive to compute and must be sped-up. More robust sign-optimized manifolds are needed
to tackle higher dimensional theories. Useful manifolds for non-abelian gauge theories are today nearly
non-existent and must be found.
While there is much to be done, this e↵ort would be well-invested and for several reasons. First, the

examples cited above provide evidence that manifold deformations may tame some real-world sign problems;
we cannot solve finite density QCD without trying. Second, there is currently no other technique to compute
the real-time dynamics of a non-perturbative system with systematically controllable errors which can be
extrapolated to zero. This alone makes this technique worth exploration and development. However, given as
well the emergence of quantum computing as a technique to compute real-time observables, it is all the more
important to have classically-obtained results with which to compare quantum calculations.

[1] A. Alexandru, G. Basar, P. F. Bedaque, and N. C. Warrington, “Complex paths around the sign problem,” (2020),

arXiv:2007.05436 [hep-lat].

[2] A. Alexandru, G. Başar, P. F. Bedaque, and G. Ridgway, Physical Review D 95 (2017), 10.1103/physrevd.95.114501.

[3] W. Detmold, G. Kanwar, M. L. Wagman, and N. C. Warrington, Physical Review D 102 (2020), 10.1103/phys-

revd.102.014514.
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The tensor renormalization group is poised for success

Judah F. Unmuth-Yockey
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Lattice regularization of quantum chromodynamics has been remarkably successful, both
conceptually and practically, taking advantage of large-scale computing resources to explore
the parameter space nonperturbatively. However, some of the most interesting regions of
this parameter space are inaccessible using conventional Monte Carlo methods. This is due
to sign problems in the sampling methods. It is also computationally expensive to sample
large volumes at fine lattice spacing.

A promising and relatively-new numerical algorithm, called the tensor renormalization
group (TRG), potentially has the ability to study these di�cult-to-access regions of param-
eter space, and reach arbitrarily-large volumes [1, 2, 3, 4]. This is because the method does
not rely on sampling using a probability weight, and the computational time scales like the
logarithm of the volume. However, prior to a couple of years ago, the method was useful
primarily in spacetime dimensions  2, due to its expensive computational cost in higher
dimensions.

Excitingly, in the past couple of years there has been remarkable progress in the e�ciency
of TRG methods in higher dimensions [5, 6, 7, 8]. This includes simulations of a model with
a sign problem, in four dimensions, with lattices up to size 10244 [7]. These approaches have
made calculations in 2+1 and 3+1 dimensions completely feasible in terms of computational
time and resources. Although this gain in e�ciency came at the price of further truncation
during the coarse-graining procedure, the fact that the TRG is immune to the sign problem,
coupled with the advantage that large volumes are trivial using this approach, demands the
further investigation of these higher-dimensional algorithms. If the loss in accuracy due to
these truncations is negligible, or can be overcome through algorithmic tricks, the payo↵
when studying relevant physical models could be large. Moreover, if we apply ourselves to
overcoming these accuracy problems, TRG methods could be useful in only a few years.

To assess the e�cacy of these algorithms in higher dimensions, we should try various
(toy and not toy) models, each with their own quirks and subtleties, to better understand
the e↵ects of truncation. This is an excellent opportunity to use the advanced computing
facilities here in the United States in the spirit of the lattice quantum chromodynamics e↵ort.
Since the TRG is a large multi-linear algebra problem, it is quite amenable to parallelization.
Moreover, often many of the symmetries of a model manifest themselves in the form of
sparsity in the local tensors [9]. This sparsity is again conducive to e�cient algorithms, and
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Tensor Networks in High Energy Physics
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Since its precise predictions of the short distance physics in its early times, quantum
field theory (QFT) has a successful track record and achieves its peak by establishing the
standard model of particle physics. These successes have been achieved with numerous ideas
from gauge theories to renormalization group (RG), which provided a theoretical framework
for asymptotic freedom and quark confinement to coexist in a consistent way. At the time
of these developments, lattice gauge theory was proposed as a practical way to do reliable
QCD calculations. The lattice is a UV regulator and one needs to take the continuum limit
(arbitrarily small bare coupling). This can be accomplished with importance sampling and
Monte Carlo methods. Despite the success of these methods for calculating static properties
of hadrons (e.g., form factors), they are problematic for theories with slowly running coupling
constants which require very large lattices. RG methods have the potential capability to
access smaller lattice spacings in larger physical volumes, which is important for understanding
any e�ective QFT in general. Additionally, importance sampling falls short when one aims
to study the dynamical properties, for example, the ab-initio description of fragmentation
processes in hadron collisions. Replacing jet algorithms such as Pythia or Herwig by lattice
calculations is a long term objective that would have a significant impact on collider data
analysis. Applying a QCD Hamiltonian on a Hilbert space for quarks and gluons greatly
exceeds what can be accomplished with high performance computers. New approaches are
direly needed to overcome these obstacles.

QFTs have also been essential for quantum gravity (QG). Since the proposal of AdS/CFT
correspondence by Maldacena, certain QFTs are believed to be dual to quantized gravity the-
ories in one (or more) higher dimensions. Despite the tremendous progress, new perspectives
are needed for a more systematic and detailed understanding. Indeed, recent studies suggest
that these duality maps are tightly connected to concepts in quantum information, such as
quantum error correction and quantum complexity. However, these recent connections are
only the beginning of a long story, and there is a long path to make these precise and useful
for a better understanding of how QG may work. For this, it is crucial to have a detailed
understanding of the static and dynamical properties of QFTs, as these are one side of the
duality (in fact, most of the time this is the part that we understand best).

All in all, the main problem is simulating QFTs (this encapsulates spin systems and even
zero dimensional QFTs, i.e., quantum mechanics). Quantum information tools under develop-
ment since the 90s provide partial answers, and promising future for a full understanding to
crack this problem. In this LOI, we give a guide to help realize these goals with classical and
quantum methods utilizing tensor networks (TNs). Tensor networks go back to K. Wilson’s
famous numerical RG solution to Kondo problem, which was a single impurity problem. In the
1990s, S. White noticed that these methods fell short due to neglecting the entanglement be-
tween coarse-grained blocks, and invented the density matrix renormalization group (DMRG).
DMRG computes ground states of lattice Hamiltonians in one spatial dimension and is based
on the matrix product state (MPS) TN. In the early 2000s, G. Vidal explained how to use

1
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Quantum Information Science (QIS) is at the heart of important problems at
the frontier of our understanding of high-energy physics (HEP). These include
consistent formulations of quantum gravity, the evolution of the early universe,
dealing with fermions with a sign problem and real-time calculations for strongly
interacting particles.

As we gain better control of the manipulation of small quantum systems, the
idea of using physical quantum systems to study theoretical quantum models [1]
has generated many exciting developments. General arguments [2] show that for
local interactions, using quantum versions of the bits used by usual computers
(qubits for quantum computing), could drastically reduce the computational
e↵ort for problems involving local quantum field theory.

In this rapidly evolving landscape at the interface between HEP and QIS,
it is important for the HEP theory community to identify optimal ways to
have access to state of the art programmable quantum computers or quantum
simulation experiments. In the coming years, being able to use multiple plat-
forms (e.g. superconducting devices, Rydberg atoms, trapped ions, cavities,
etc.) which would each be the most suitable to particular problems will al-
low rapid progress on those specific problems. In practice this access could be
through existing experimental setups, either from labs located in Universities
or by contracting private companies such as IBM, ION-Q, and QuERA.

One successful model for how this might work is to look to USQCD which is
a meta collaboration of all US lattice gauge theorists. This collaboration solic-
its proposals for members for computing time on dedicated hardware and also
makes community wide bids for time on leadership class hardware managed by
the DOE. One could envisage a collaboration of US HEP-QIS theorists who’s
main goal would be to evaluate individual proposals and coordinate access to
di↵erent hardware platforms available at national labs or commercial sites. It
would also facilitate communication between people developing QC hardware
and the needs of the theorists developing algorithms and software for HEP ap-

1
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Approaches to avoid sign problem based on quantum computing
Benchmarking Quantum Platforms with High Energy Physics
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Many problems of physical interest appear eventually amenable to a quantum advantage, but the
resources required remain to be determined. In this LOI, we discuss benchmark calculations for a
sequence of models (Kogut’s ladder) that would comprehensively test and direct the development of
quantum hardware and algorithms.

I. INTRODUCTION

Quantum computers promise solutions to problems limiting classical computers in many aspects of high energy
physics, in particular finite density and real time evolution [1]. While recent results have demonstrated quantum
advantage in a specially designed problem [2], calculations of interest to high energy physics appear to require more
resources. In this LOI, we discuss how the history of success in co-designing lattice field theory problems with
state-of-the-art classical hardware can be repeated with quantum hardware, emphasizing two points: model ladders
and hardware evaluation.

II. KOGUT’S LADDER

The nearly fifty-year development of lattice field theory has both shaped and been shaped by the existing classical
computers available. While Wilson’s proposal of lattice regularization for QCD occurred in 1973 [3], it would be nearly
three decades of feedback between theory, algorithms and hardware before accurate QCD calculations with dynamical
fermions were being performed [4]. This was possible because instead of waiting for the naive resource estimates for
QCD, at every instant other quantum field theories were experimented with and used to benchmark hardware. Taking
the past as prologue, the same road map through model space could prove powerful for quantum computing. In review
articles in 1979 and 1983, Kogut [5, 6] discusses a number of models of increasing complexity, in what became known
as Kogut’s Ladder. At the ladder’s top is 3+1d SU(N) gauge theories with matter – the standard model. Lower
rungs require few resources by reducing dimensionality, degrees of freedom, and symmetries – providing intermediate
milestones for quantum platforms. For each model, observables of increasing complexity should be studied, since they
test di�erent capabilities.

The lowest rung is the set of 1+1d spin chains such as the transverse Ising model. These models naturally align
with the currently available architecture. Any 1+1 theory (e.g. Thirring and Schwinger models, the Abelian Higgs
models, 1+1 QCD) can be written as a spin chain. Many models can be computed analytically, providing exact
comparisons. These models have seen extensive testing on current platforms (references with particular high energy
physics emphasis include [7–11]) and initial benchmarks of methods and hardware have been obtained [12, 13]. Further
proposals requiring larger resources exist [14–22]. Finding e�cient ways to extract classical-inaccessible observables
should be a prime focus [23–26].

Advancing upward, one moves to 2+1d where complications arise in representing fermions e�ciently[27–30], gauge
fields become dynamic, and renormalization must be performed. These theories do not necessary map easily onto
existing architectures, and communication between hardware and users will be crucial. The simplest model is perhaps
the Z2 gauge theory which is dual to the 2+1d transverse Ising model. This duality reduces gauge redundancies
reducing quantum resources required to simulate [31, 32]. While moving up the ladder, it will be important to compare
the e�ciency of truncated character expansions and approximations by discrete subgroups. As quantum resources
proliferate, larger Zn become accessible where the limit n æ Œ corresponds to U(1). Other digitizations of U(1)
exist[30, 33–38], which make di�erent approximation to the continuous gauge theory. With su�cient connectivity,
pure fermionic theories could also be simulated[39–43]. One also expects scalar field theory calculations would be
performed[44]. Additionally, new observables like shear viscosity can be computed in 2+1d. Limited connectivity
favors using open boundary conditions over periodic boundary conditions, but this complicates analysis of systematics.
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In this LOI, we discuss open questions in cosmology and particle physics whose solutions would
demonstrate practical quantum advantage – solving a problem of interest using quantum hardware that
is impractical for classical resources. Arriving at these calculation will require theoretical developments
in nonperturbative and nonequilibrium physics along side improved quantum algorithms.

I. INTRODUCTION

It was inevitable: a quantum calculation has been demonstrated by Google team [1] that would not easily1 be
performed by a classical computer. This calculation, sampling pseudo-random quantum circuits, while a technical
triumph, is not a practical result of use to scientists. In this way, the community is awaiting demonstrations of practical

quantum advantage – solving a problem of interest using quantum hardware that is impractical for classical resources.
In this LOI, we point out questions in high energy physics where practical quantum advantage could not only be
shown, but may be required for their resolution. While not an exhaustive list, these problems in theoretical cosmology
and collider physics highlight the potential for dramatic changes coming with quantum simulations.

Essentially, these situations all demand tools capable of the nonperturbative time-evolution of quantum fields; a
very tall order! Alas, our only existing systematic and nonperturbative method, lattice field theory, is impeded in this
endeavour by seemingly intractable sign problems from the analytic continuation required. Thus, we recourse to a
mixture of nonperturbative classical time-evolution and perturbative quantum field theory. We can only overcome this
roadblock with quantum simulations. Beyond the large quantum hardware requirements, theoretical development are
required in connecting classical or perturbative physics intuition with well-defined matrix elements, renormalization,
and algorithms to compute them – analogous to the history of lattice field theory. Thus, we anticipate that addressing
the problems discussed below will in the long-run change our perspective of quantum field theory.

A pair of organizing hierarchies help understand how to demonstrate and use practical quantum advantage: model
ladders and observable complexity. The first recognizes that while the standard model and extensions are of prime
interest, a tower of computationally cheaper models exist. Identifying toy models with the same physical properties
is key. The second hierarchy notes that while directly performing the time-evolution of a process is usually the
ultimate goal, resource reductions are found by factorizing problems into nonperturbative matrix elements and larger
perturbative calculations. For illustration, consider the pp cross-section at 14 TeV. It could be obtained by simulating
lattice configurations of quarks and gluons colliding at immense computational expense. A first step could consider
scattering in the 1+1d Thirring model. But having well-defined initial and final states still need large quantum
resources. Instead, By factorize scattering into a perturbative collision convoluted with ”hadronic” tensor, we need
resources su�cent for just the tensor from a single initial state particle evolving for a short time – dramatically reducing
the quantum resources. So a first calculation might be to compute the ”hadronic” tensor of the Thirring model [2].

II. NONEQUILIBRIUM COSMOLOGY

The universe is inherently quantum. Any predictions about earlier epochs should be quantum as well. Three
hypothesized phenomena – inflation, baryon asymmetry, and dark matter – are predicated upon nonequilibrium

ú
carena@fnal.gov

†
hlamm@fnal.gov

‡
Scott.Lawrence-1@colorado.edu

§
yingying@fnal.gov

¶
lykken@fnal.gov

úú
liantaow@uchicago.edu

††
yyukari@umd.edu

1
Defining ”easily” is a matter of personal taste. Computational complexity assures that certain problems, provided a su�ciently large

number of inputs will be faster than any classical algorithm, but whether the resulting di�erence in time for claiming quantum advantage

is days, years or lifetimes of the universe isn’t.
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In this LOI we undertake to enumerate promising digitization schemes for quantum fields that
could allow near-term calculations on quantum devices. Further we discuss the outstanding questions
that must be resolved in evaluating their potential, providing potential benchmarking on the way to
practical quantum advantage in high energy physics.

I. INTRODUCTION

Large-scale quantum computing would be capable of solving problems of incredible interest for high energy physics [1].
Alas for the foreseeable future, hardware limitations will restrict the scope of problems approachable by quantum
devices. To take advantage of these devices, e�cient digitizations of quantum field theories (QFT) must be developed.
By digitization, we mean the task of formulating, representing, and encoding QFT (choosing the basis) in ways
useful for computational calculations. The conventional digitization of nonperturbative field theory used on classical
computers – lattice field theory (LFT) – relies upon resources far beyond near-term quantum machines. In conventional
LFT, fermionic fields are integrated out, leaving a nonlocal action. A direct application of this procedure to quantum
computers would requiring high connectivity between qubits. For bosons, LFT represents the infinite-dimensional
local Hilbert space by floating-point numbers. This is prohibitively expensive in the so-called noisy, intermediate-scale
quantum (NISQ) era. Moreover, Hamiltonian formulations of QFT may prove useful alongside Lagrangian-based ones.
In summary, we anticipate novel digitizations for QFTs may be required for quantum computation.

In this LOI, we undertake to enumerate a list a proposals that show promise at allowing near-term calculations of
quantum theory on quantum devices. Further, we point out some outstanding questions that will need to be resolved
and provide potential metrics to compare the di�erent prescriptions. The obstacles to digitizing fermions and bosons
(gauge or otherwise) are quite di�erent.

For fermions, while their local Hilbert space is finite, enforcement of their anticommutation relations often require
nonlocal mappings onto qubits [2–4]. Despite this, in low dimensions some Hamiltonians can be rendered local,
although some observables may not. Another consideration is the doubling problem [5]. There are proposals which use
gauge symmetry to eliminate fermions [6, 7].

There are two main issues with digitizing gauge bosons. First, the infinite-dimensional local Hilbert space must be
truncated. Second, constraints from gauge redundancy must either be imposed or higher qubit counts are needed to
represent unphysical states. Di�erences between the digitizations are in how they address these issues. Like existing
methods in computational physics, we expect that no single method is perfect for all situations – thus our emphasis on
studying and benchmarking as many as possible in these early stages.

II. DIGITIZATION SCHEMES

Casimir dynamics: SU(2) gluon dynamics has been demonstrated for a toy geometry (string of plaquettes) on
quantum hardware by analytically solving Gauss’s law at vertices [8], leaving only Casimir eigenvalues as dynamical
variables. This approach lays somewhere between Kogut-Susskind LFT [9, 10] and LSH digitization (below).

Discrete Subgroups: Approximating continuous gauge groups by discrete subgroups reduces qubit costs [11–13].
This remnant gauge symmetry will simplify renormalization, in particular from gauge-violation. The relation to
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Over the last decade quantum algorithms for quantum simulation of electronic struc-
ture have become accepted as the most promising early application of quantum comput-
ing. They form a major focus of both Google and IBMs commercial efforts to construct a
medium-scale quantum computer. The refinement of these algorithms has involved the
development of numerous new quantum algorithmic techniques and small-scale exper-
imental demonstrations in various quantum computing hardware platforms. Quantum
algorithms for HEP problems, including algorithms for the simulation of quantum field
theory, remain in a more nascent state. The algorithms proposed to date require many
more error-corrected qubits than are likely to be available in the foreseeable future [6].

Can the ideas explored for quantum chemistry over the last 10 years be used or adapted
to reduce the resource requirements for simulating QFT? Fortunately we can be guided by
Wilson, who noted the possibly fruitful relationship between computational approaches
to chemistry and gauge theory in 1990 [13]. The use of compact basis function representa-
tions in chemistry contrasts strongly with the use of lattice regulators for QCD [3]. Wilson
proposed that the light front basis [4, 12, 2, 10, 1] could provide the right formulation for
such a basis function approach.

Some of us recently investigated this idea as a route to use optimal quantum simu-
lation methods for the simulation of quantum field theories in the light front [7]. We
investigated in detail a simple example in 1 + 1 dimensions containing coupled fermion
and scalar fields [9]. We developed an algorithm which is optimal in both qubits and
gates, where by ’optimal’ we mean asymptotic scaling in momentum cutoffs, Hamilto-
nian sparsity, Hamiltonian norm, and error. This allowed us to significantly reduce the
necessary computational resources as compared with the space-time lattices used in [6].

The algorithms proposed in [7] require a fault tolerant quantum computer for their
implementation. Quantities that may be computed include the parton distribution func-
tions (PDFs) of composite particles. The advantage of using the light front is that the
qubit requirements are reduced by around two orders of magnitude [7]. This means that
the quantum computer required is comparable in logical qubit requirements to that for
Shor’s algorithm. Such machines have been the subject of serious engineering studies [5].

The light-front also allows us to map problems in HEP and NP to noisy intermediate
scale quantum (NISQ) devices. This is the topic on which some of us are currently work-
ing [8]. The basis light-front approach [11] allows us to reduce the quantum resources
required for calculations to those suitable for the current era of NISQ devices, indeed
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Ultracold atoms o↵er a wide arena to simulate quantum many-body systems, quantum field theories,
quantum entanglement and models of critical importance to the research missions of HEP and
condensed matter physics. These models cover a large range of length scales, from fundamental
non-Abelian gauge fields that govern the microscopic interactions between quarks and gluons, to
macroscopic e↵ective theories of non-equilibrium phenomena, such as hydrodynamics of quantum
fluids that play critical roles in the structure and dynamics of neutron stars. Analog quantum
simulations using cold atom platforms have already had impact in nuclear physics. Moreover, they
allow for unique opportunities for quantum simulation of Lattice Gauge Theories (LGT) and of
quantum scrambling in quantum gravity models that are computationally challenging for the most
advanced classical machines. We outline a number of immediate opportunities to make significant
progress toward addressing these HEP grand challenges using atomic quantum simulators.

1 Quantum simulations of models for nuclear matter

Quantum gases of bosonic and fermionic atoms with tunable contact and long-range interactions
serve as paradigmatic model systems for nuclear matter. Unitary atomic Fermi gases realize a
pristine model for dilute neutron matter that have, e.g., enabled the experimental measurement of
the Bertsch parameter - the ground state energy of a resonant Fermi gas in units of the energy of
a non-interacting one. Using a pu↵ of gas a million times thinner than air, these systems teach us
the equation of state, the transport properties (particle, momentum, spin and heat) and the high-
momentum behavior of neutron matter at 25 orders of magnitude higher densities. Already above
the superfluid critical temperature, these unitary Fermi gases are seen as “perfect liquids”, featuring
kinematic viscosities and spin di↵usivities as low as allowed by quantum mechanics – on the order of
Planck’s constant divided by the particle mass. This low-viscosity transport at ultralow energies in
the Nanokelvin-range stands in direct correspondence to that measured for the quark-gluon plasma
at 1012 Kelvin, the only other known “perfect liquid”. We aim at the use of strongly interacting
quantum gases to study quantum-limited hydrodynamics in comparison with predictions for nuclear
matter. Further, the study of spin-imbalanced Fermi gases – extremely challenging theoretically
due to the fermion sign problem – allows to constrain the equation of state of nuclear matter
with imbalanced neutron-proton ratios. The short-range correlations between atomic fermions
feature universal behavior (the “contact”) that has recently been sought and found in experiments
at Je↵erson lab in nuclear matter as well. We will tailor cold atom simulators to closely match
the parameters of nuclear matter to determine its short-range behavior. We will also set out
to compare the dynamics found in unitary atomic gases with calculations of the dynamics of e.g.
nuclear fission, as a way to validate the theoretical approach.Another outstanding question involves
the existence of the so-called Fulde-Ferrell-Larkin-Ovchinnikov (FFLO-)state in imbalanced Fermi
systems, proposed in quark matter in the core of dense neutron stars (color-flavor-locked phase).

2 Lattice gauge theory simulators

Simulating LGTs, which originate from HEP models such as Quantum Chromodynamics (QCD), is
well known to be a computationally challenging task. Apart from their high energy physics signifi-
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Abstract:
Quantum simulation of quantum field theories is likely to provide access to quantities that are not efficiently calculable
by classical simulations. These include real time dynamics and simulation of field theories plagued by sign problems
when they are formulated in Euclidean time. The nonperturbative definition of field theories in more than two dimen-
sions usually proceeds by regularizing the theory on a spatial lattice, and tuning the parameters to a quantum critical
point. To numerically simulate such a system on a finite quantum computer, the Hilbert space at each lattice site or link
needs to be further truncated to a finite dimensional subspace. Because of universality, however, the truncation of the
dimensionality of the Hilbert space at each site becomes irrelevant as one approaches the critical point, but different
truncations might differ in their efficiency and their ability to be simulated on near-term quantum devices. Since the
first quantum computers large enough to test algorithms for simulating field theories are likely to make their appear-
ance in the next five to ten years, studying the implementation of algorithms to create, evolve, and measure interesting
field theory states—and charting out the questions where quantum computation provides an advantage—should be
studied now.

Motivation and Physics Goals
Efficiently simulating quantum field theories is a main challenge of high energy physics. When perturbation theory

fails, the only first-principles method that is implementable on a classical computer beyond two spacetime dimensions
involves taking the continuum limit of a discretized path integral evaluated by importance sampling. Often, however,
the relevant measure is not positive when the paths are expressed in any known set of classical variables, and the
integral becomes exponentially hard to compute since the sum over an exponentially large number of paths becomes
necessary. Hence, novel computational paradigms are highly desirable.

Quantum computers can, in principle, overcome the challenges that we currently face on a classical computer,
since one quantum system can efficiently simulate a different quantum system using similar resources. However, one
has to face three challenges before quantum computers can become useful for high energy physics. The first challenge
is related to the fundamental question of whether traditional field theories with bosonic degrees of freedom, including
gauge fields, which are formulated with an infinite dimensional local Hilbert space, can be formulated with a finite
number of qubits so as to be able to tractable on a quantum computer. The second challenge is to design quantum al-
gorithms to probe interesting physical properties of such “qubit” field theories which can be implemented on quantum
devices. In particular, one will need algorithms for expectation values of physical observables and correlations in ther-
mal equilibrium as well as time-dependent properties of QFTs such as creating, evolving, and measuring interesting
states in the theory. While quantities that are out of thermal equilibrium may also be accessible, it may be possible to
design novel hybrid algorithms that improve over currently used classical algorithms for equilibrium observables. The
third challenge comes from the fact that forthcoming quantum computers will have only limited coherence and will be
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Abstract

The motivation for, the progress in, and the outlook of, a vibrant program in quantum simu-
lation of quantum field theories of relevance to nature are outlined in this Letter of Interest.
It is argued that while the big physics payo↵ may still be far away, today’s research can
hasten the arrival of a new era in which quantum simulation fuels progress in fundamen-
tal physics. Even in the near term, studies of dynamics in strongly-coupled quantum field
theories can provide revealing insights, and will pave the road to large-scale simulations of
elementary particles and interactions with potential impact on the theoretical, experimental,
and observational high-energy physics research in the upcoming decades.
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